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adaptability

edge-
specific

AutoMask

We propose an automated strategy, AutoMask, to unlock 
efficient machine learning at the edge.

We implement a specialized hardware accelerator to support 
AutoMask on edge devices.
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fine-tuning A. Problem definition 

 

B. AutoMask 
1) Prerequisites 
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2) Solution Details 
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3) Accelerator Design 

A. Accuracy and Adaptability 
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B. Storage  

C. Parameter Sensitivity 

D. FPGA Results 
1) Inference Speedup. 

m
b
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2) Energy Consumption 

E. GPU Results 
1) Frames per Second (fps) 

2) Efficiency 
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requested
required

AutoMask

IEEE 
Transactions on Image Processing, 

CVPR
IEEE 

transactions on consumer electronics, 

NIPS

ICLR

CVPR
 et al. CVPR

CVPR
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CS231n Convolutional Neural Networks for Visual Recognition

NIPS

arXiv 
preprint arXiv:1308.3432, 

arXiv preprint arXiv:1602.02830, 

ECCV
 et al.

MICRO

ISCA

ICCAD
 et al.

ACM SIGARCH Computer Architecture 
News
PyTorch: Tensors and Dynamic neural networks in Python with strong 
GPU acceleration

Proceedings of COMPSTAT'2010
PrimeTime Static Timing Analysis

NVPROF: CUDA Toolkit Documentation.

Devices with compute capability 6.x implement the metrics

arXiv: Computer Science, 

 et al.
arXiv: Computer Vision and Pattern 

Recognition, 

NIPS

arXiv preprint 
arXiv:1605.04711, 

arXiv 
preprint arXiv:1702.03044, 

 et al.
arXiv: Neural and 

Evolutionary Computing, 

ICCV

arXiv preprint arXiv:1608.08710, 

DAC

ICCV
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