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Abstract—Vanilla deep neural networks (DNNs) after training
are represented with native floating-point 32 (fp32) weights.
We observe that the bit-level sparsity of these weights is very
abundant in the mantissa and the distribution of exponent is
aggregated, which can all be directly exploited to speed up model
inference. In this article, we propose Mortar and Mortar-FP8, the
offline/online software and hardware collaborative approaches
for fp32 DNN acceleration. The proposed methods include the
software algorithms to morph the mantissa and convert fp32
weights to fp8 format, as well as associated hardware accelerator
architecture to accelerate general-purpose deep learning through
optimized algorithm and specialized hardware. We highlight
the following results by evaluating various deep learning tasks,
including image classification, object detection, video under-
standing, video, and image super-resolution: 1) Mortar increase
mantissa sparsity up to 1.58×–2.09× with only a negligible
∼0.2% accuracy loss; 2) Mortar-FP8 morph the fp32 weights to
fp8 format with a minimal accuracy loss of ∼0.3%; and 3) the
corresponding hardware accelerator significantly outperforms
baselines, achieving up to 6.032× and 6.99× performance
improvements. The area and power of Mortar are 0.031 mm2

and 68.58 mW. Those metrics are 0.0505 mm2 and 25.16 mW
for Mortar-FP8.

Index Terms—Deep learning accelerator, deep neural network
(DNN), fp8 format.

I. INTRODUCTION

DEEP learning has made significant progress in the past
few years, bringing about a paradigm shift in numerous

domains, such as computer vision, natural language process-
ing, and speech recognition. Artificial neural networks have
demonstrated remarkable success in solving complex problems
and performing a variety of tasks with high accuracy.

As deep learning models become larger and more com-
plex, accelerating their computations has become crucial to
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making them practical for real-world applications. Typically,
deep neural networks (DNNs) are represented in floating-
point 32 (fp32) precision because they exhibit high native
model accuracy. However, typical fp32 DNNs are slow during
computation compared to lower precision models such as fp16
or int8. Ideally, developers require a method that accurately
represents vanilla models and obtains a fast inference speed
that is on par with low-precision models.

From an architectural standpoint, certain existing DNN
accelerators fail to optimize their designs specifically for
fp32 precision, thereby disregarding the unique attributes of
fp32 operands. General-purpose accelerators like TPU [4],
KunLun [6], Enflame DTU [7], and MLU290 [8] predominantly
employ conventional fp32 multiply-and-accumulation (MAC)
operations as the fundamental micro-operation for conducting
convolutions and matrix multiplications. However, this cum-
bersome floating-point arithmetic inevitably hampers the speed
of inference. It is worth highlighting that these mentioned
accelerators have gradually started supporting various reduced
precision formats, such as INT8, for computational purposes.
Furthermore, some accelerators even provide support for
formats like FP8 and BF16. Leveraging these reduced precision
formats allows accelerators to optimize the speed of inference.

The utilization of reduced precision techniques in deep
learning has gained significant attention due to their potential
to mitigate memory requirements, computational complexity,
and energy consumption. With the exponential growth of
DNNs and the increasing need for efficient deployment on
resource-constrained devices, researchers have been motivated
to explore lower-bit precision formats in both algorithm design
and hardware implementation.

One such format is fp8, which employs 8-bit floating-point
numbers to represent parameters in neural networks. This
approach offers a means of conserving energy consumption
of by reducing the storage resources by up to 75% when
compared to the traditional fp32 representation [9]. However,
the reduction in bit width of floating point in the fp8 format
poses a significant challenge as it impacts the precision and
range of floating-point digits. Notably, techniques, such as
S2FP8 [10], hybrid fp8 [11], and loss scaling [12], have
been introduced to address this issue. Micikevicius et al. [13]
suggested two encodings: E4M3 and E5M2, for fp8 formats.
These techniques aim to mitigate the impact of reduced bit
width and ensure the network performance during computation
in the fp8 format.
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Overall, these approaches show the potential benefits of
fp8 computing in accelerating deep learning computations.
However, most of the proposed methods do not consider the
ease of implementation in hardware design. Some existing
methods require complex tricks such as loss scaling [12] or log
computation [10] to fit the representation range of fp8 into the
representation range of fp32, which is not easy to implement
on hardware.

To address the issue, in this article, we propose the soft-
ware and hardware co-design method for representing fp32
representation into fp8 format. By using simple and hardware-
friendly operations, fp32 weights can be represented as fp8,
accelerating the computation of neural networks without com-
promising network performance, and reducing the storage size
of neural networks.

This article introduces Mortar and Mortar-FP8 as novel
DNN acceleration methodologies for faster and higher-
performing inference during deep learning.

Aiming to reduce the mantissa length, Mortar reorganizes
the mantissa of floating-point numbers by eliminating less
important bit 1s. This technique complements accuracy loss
and shortens the valid mantissa bit length. Building upon
the principles of Mortar, Mortar-FP8 extends its scope by
not only reducing the mantissa length but also narrowing
the exponent width. As a result, Mortar-FP8 processes fp32
weights to only 8 bits. By processing fp32 weights to only
8 bits, Mortar-FP8 achieves a substantial reduction in bit
width, leading to a significant decrease in computational cost
and memory requirements for floating-point operations. It is
worth noting that Mortar-FP8 employs the straightforward
optimization techniques to manipulate the target representation
efficiently. And the proposed accelerator utilizes low-cost
hardware architectures, making it efficient and practical for
resource-constrained environments.

The proposed approaches offer the practical solutions for
implementing model accelerating techniques and low bit
precision in hardware design, which is essential for the
efficient deployment of neural networks. Overall, Mortar
and Mortar-FP8 provide innovative solutions for accelerating
DNN inference while maintaining accuracy and minimiz-
ing the use of resources. This article makes the following
contributions.

1) We propose Mortar and Mortar-FP8, two novel soft-
ware and hardware collaborative approaches for efficient
general-purpose deep learning acceleration. The asso-
ciated hardware accelerator architecture is as well as
designed. Our method targets the abundant mantissa
redundancy and aggregated distribution of exponent
presented in fp32 weights in neural networks, allowing
for parameter reduction to an 8-bit length, creating
more efficient methodologies and hardware-friendly
accelerator.

2) To evaluate the proposed approach, we conducted a thor-
ough comparison with several state-of-the-art (SOTA)
baselines, The following results are highlighted.

Mortar achieves 1.58×–2.09× sparsity improvement with
negligible model accuracy loss of 0.2%. Compared with
baseline BitX [14], Mortar can achieve higher accuracy while
improving average 1.30× bit-sparsity than BitX. Mortar-FP8

achieves even greater reductions in computational costs, with
a drastic reduction of the mantissa bit width from 23 to an
average of 2.25 bits, resulting in a total bit width decrease to
just 8 bits. The accuracy loss is minimal and barely noticeable.

Compared with other SOTA accelerators, Mortar achieves
4.607× and 6.032× performance improvement over
Pragmatic [15] as the baseline. Mortar-FP8 achieves greater
efficiency with 6.99× and 6.5× performance enhancement.
The area and power consumption of Mortar-FP8 are 0.0505
mm2 and 25.16 mW, respectively. And the area and power of
Mortar are 0.031 mm2 and 68.58 mW.

This article presents the journal extension version of our
work at the Asia and South Pacific Design Automation
Conference (ASP-DAC) 2023 [16]. In this version, we have
significantly expanded our research, with particular focus
on enhancing the offline Mortar method for the Mortar-FP8
converting algorithm. By employing this algorithm, we are
able to effectively reduce the fp32 weights to an fp8 width,
resulting in a narrower mantissa targeted in Mortar and a
more efficient exponent width. Consequently, we achieve a
highly efficient algorithm for accelerating neural network com-
putation. Moreover, our study includes an in-depth analysis
of the performance implications associated with the Mortar-
FP8 conversion technique. As part of our contribution, we
introduce an updated accelerator that effectively utilizes the
Mortar-FP8. Based on the comprehensive evaluation results,
we demonstrate the remarkable effectiveness and efficiency of
our proposed approach.

This article is structured as follows. Section II provides the
related work. Section III outlines the potential of our proposed
method. Section IV presents the methodology employed in this
study. Section V describes the hardware architecture developed
for the implementation. In Section VI, we present the exper-
imental results of both Mortar and Mortar-FP8, accompanied
by thorough analyses. Finally, Section VII summarizes the
work and provides the conclusion.

II. RELATED WORK

A. Reduced Precision in Neural Networks

In recent years, reduced precision techniques have received
considerable attention as effective means of improving the
efficiency and computational performance of neural networks.
Various floating-point formats are predominantly used in deep
learning, such as fp32 and bfloat16. Additionally, researchers
have explored extreme bit-reduction approaches in their work.
For example, [17] proposed BinaryConnect, which trains
networks with binary weights, achieving impressive results
with only 1-bit weight precision. Similarly, [18] introduced
the XNOR-Net model, which utilizes binary weights and
activations. However, these approaches often suffer from
accuracy degradation due to the highly limited representation
capacity. Other formats, such as int8 [19] and log format [20],
have also been proposed in quantization research studies, but
some of them may encounter challenges in terms of accuracy
or hardware deployment. Additionally, some neural network
quantization methods require additional steps for target data
mapping and cannot be directly quantized through online
processing on hardware.
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Fig. 1. Bit-level mantissa sparsity of fp32 weights for different DNNs
pretrained with ImageNet.

B. FP8 Format

The FP8 format has gained growing interest in exploring
lower-precision floating-point formats, aiming to strike a bal-
ance between accuracy and computational efficiency. It offers
advantages compared to previously proposed formats [13].
Chunk-based accumulation and stochastic rounding were
introduced in [9] to mitigate the problem of swamping [10].
Additionally, [11] put forth a hybrid 8-bit floating-point
approach for training DNNs. S2FP8 [12] presented a novel
method involving the storage of N fp8 values accompanied by
two factors (squeeze and shift). Furthermore, [13] proposed
a technique called loss scaling to ensure weights fit within
the fp8 range. In pursuit of the tradeoff between accuracy
and data representation, [9] put forward multilevel scaling.
While these approaches contribute valuable insights, it is
noteworthy that some of them may not thoroughly consider
the ease of hardware implementation. To bridge this gap,
this article introduces Mortar-FP8, a technique specifically
designed to facilitate the conversion of weights into fp8
formats by ensuring hardware-friendliness.

III. OPPORTUNITY OF DIRECT CONVERSION

FROM FP32 TO FP8

A. Mantissa Redundancy

Without loss of generality, a floating-point operand follow-
ing IEEE-754 [21] standards consists of three parts: 1) signed
bit (S); 2) mantissa (M); and 3) exponent (E). Bit sparsity
is present when not all bits in the representation are 1. The
mantissa, which is 23 bits long, exhibits unique features
that can be used for general-purpose acceleration due to its
redundant bit sparsity. Fig. 1 displays the bit sparsity distri-
bution of mantissa in vanilla DNN weights, with the x-axis
representing the mantissa bit positions, the y-axis representing
sequential layers, and the z-axis displaying the bit sparsity
proportion calculated as the percentage of “1” bits over the
total number of binary bits. The figure demonstrates that the
sparsity distribution is uniform (∼50%) throughout all bit
positions because each bit has an equal probability of being 0
or 1, resulting in abundant mantissa bit sparsity.

Targeting the bit-level sparsity for DNN acceleration is not
a new idea. Many schemes in the literature have directly
leveraged in-situ zero-bit skipping mechanisms to avoid inef-
fectual computations [15], [22], or special encoding methods
to create more bit sparsity headroom [23], [24]. However,
these approaches mostly focus on the fixed-point or integer
operands. Very few works try to accelerate MACs by targeting
the bit sparsity in the fp32 operands.

Fig. 2. Exponent distribution of fp32 weights in various networks.

Due to the nature of floating-point numbers, the significance
of bits decreases from higher to lower positions in the man-
tissa. However, previous works rarely utilize the characteristic.
From the figure above, lower significant bit positions have a
similar bit sparsity, while playing only a negligible role in the
final product. This observation implies a potential opportunity
to compute fewer bit 1s while still maintaining target accuracy.
By reorganizing the mantissa bits with each bit’s significance,
we can safely cut off several rear bit 1 s (setting rear bit 1 s to
0 s) to compensate for the change of the front bits. Utilizing
bit sparsity helps to reduce the bit width of mantissa, resulting
in a reduction in computational overheads of the DNN.

Therefore, reorganizing all layers in a DNN in this manner
allows the accelerator only to compute the narrow essential
bits, effectively reducing computational overhead. However,
achieving this objective is complicated, involving an accuracy
constraint and the associated hardware design. In Section IV,
we will elaborate on how Mortar and Mortar-FP8 are designed
for these purposes.

B. Aggregated Distribution of Exponent

The redundant bit sparsity characteristic of the mantissa in
weights presents an opportunity to reduce the bit width of
the weights. However, solely reducing the bit width of the
mantissa cannot represent a 32-bit floating-point number using
only 8 bits. Consequently, reducing the exponent’s bit width
is also necessary.

Since a small change in the exponent can result in a
significant impact in the value of the weight, reducing the bit
width of the exponent can be more challenging than reducing
that of the mantissa. This is because decreasing the exponent’s
bit width may cause a significant loss of range, which can
have a greater impact on the accuracy of the result compared
to reducing the mantissa’s bit width. To address this issue, we
analyzed weight exponent numerical characteristics in neural
networks.

Fig. 2 visualizes exponent distribution in neural networks,
with layers on the x-axis, and the layer’s weight exponent on
the y-axis. As depicted in the Fig. 2, typically, the smallest
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Fig. 3. Exponent gap of kernels in different networks, the gap refers to the
subtraction between maximum and minimum of exponent in a kernel.

exponent in these networks is smaller than −30, and in
YoLov3, the minimum weight is approximately −50. Since the
exponent ranges from −50 to 0, using an 8-bit representation
for the exponent would be inefficient. On the other hand, a
4 or 5-bit representation for exponents is insufficient. Finding
a unified method mapping exponents to 4 or 5 bits while
maintaining the accuracy of different layers is almost impossi-
ble, due to significant differences in the exponent distributions
between different layers. Therefore, further optimization is
required to successfully reduce the exponent’s bit width while
preserving model accuracy.

The number of bits allocated to the exponent determines the
number of accurately represented exponents, rather than the
exponent range. In our research, we examined the gap between
maximum and minimum exponents, as it reflects the number of
different exponents within the given range, consistent with the
meaning of exponent bit width. Since different layers exhibit
varying exponent distributions. Our study focused on a smaller
granularity—convolution kernels.

Fig. 3 presents the boxplot of the distribution of kernel
exponent gaps, where the x-axis represents the randomly
selected 20 layers in the network and the y-axis denotes the
exponent gap of kernels in each layer. The boxplot being closer
to the bottom indicates that smaller gaps are more prevalent.
The boxplot whiskers are mostly below 10, which means that
most gaps are widely distributed around 10, and the majority
of outliers are also below 15. Only a small portion of the
outliers exceed 20.

Based on the boxplot, we can infer that the kernel exponent
gap of varying networks all falls within the range of 0 to 15.
Given that 4 bits can accurately represent 16 exponents, narrow
bit widths such as 4 bits can be used to represent exponents
by covering the gap range of every kernel. This provides an
opportunity to shorten the bit width of the exponent. We will
elaborate on how to achieve this in Section III.

However, in the boxplot of DenseNet121, there is a notable
dissimilarity in the distribution of kernel gaps for last layer.
The gaps of the last layer are distributed beyond 20 and
can reach up to 35 at the highest. Our analysis revealed
the layer is the fully connected layer. This gap exceeds the

representation capacity using only four bits. Hence, for certain
image recognition models, abstaining from processing the fully
connected layer to fp8 may be necessary. This measure can
safeguard against information loss and ensure model accuracy
maintenance. Further about this will be found in Section VI.

C. General Concept

Regarding the floating point formats during computation, we
consider a series of fp32 MACs in computing the partial sum
of convolutions, and the expression [25] can be transformed
from

N−1∑

i=0

Ai × Wi =
N−1∑

i=0

[
(−1)Swi Ai × MWi × 2Ewi

]

=
N−1∑

i=0

Ei−Emax−23∑

b=Ei−Emax

[
(−1)Swi⊕SAi ·

(
MAi × Mb

Wi

)]

× 2Emax+b. (1)

Hence, we can deduce that floating-point MAC operations
can be decomposed into a sequence of bit-level operations on
the corresponding mantissa and exponent components.

Our observations reveal that the presence of redundant
mantissa bits and aggregated exponent can be effectively
utilized to enhance the efficiency of DNN computations.
By leveraging bit-level manipulation techniques, it becomes
possible to achieve faster and more efficient computations by
reducing the number of bits involved in the operations.

However, it is crucial to strike a balance when reducing
the number of bits, as an excessive reduction can lead to
compromised accuracy and restricted numerical range. This
can ultimately result in a decline in network performance.
Therefore, the carefully designed approach is needed to
achieve an optimal tradeoff between computational speed and
accuracy preservation. Subsequently, in the subsequent section,
we shall delve into a detailed elaboration on how this objective
is effectively accomplished.

IV. METHODOLOGY

Based on the analysis of the computational characteristics
of floating-point numbers and the characteristics of neu-
ral network floating-point weights, we propose Mortar and
Mortar-FP8.

Mortar uses a simple method to increase the bit sparsity
of the mantissa, effectively reducing the width of the man-
tissa bits. Furthermore, Mortar-FP8 proposes a method for
converting fp32 data into any floating-point representation
and representing fp32 format as fp8. We further propose the
corresponding accelerator that shortens the neural network
weight representation without significantly affecting network
performance, thus reducing the computational complexity and
storage requirements of the network.

In the following sections, we will provide detailed expla-
nations of both methods and the corresponding accelerator
design.
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(a)

(b)

Fig. 4. Example of mantissa morphing. (a) and (b) depicts the original
weight and morphed weight respectively. The sparsity of weight’s mantissa
has been significantly improved: The bit-level sparsity of (a) is five times that
of (b) with a negligible error of merely 0.22 (11%).

A. Mortar

The first proposed solution, Mortar, focuses on reducing the
bit width of the mantissa component. Mortar is a compre-
hensive hardware and software co-designed approach aiming
at accelerating the inference process. To achieve this, Mortar
employs a specialized technique called “mantissa morphing”
that effectively sparsifies the bits at the mantissa level, thereby
maximizing bit-level sparsity in the model. This sparsity
optimization technique significantly enhances the efficiency of
DNN acceleration at the software level.

To enhance clarity and facilitate understanding of the
concept of mantissa morphing, we have included Fig. 4, which
provides a graphical illustration of the core concept behind this
approach. The initial weight is shown in Fig. 4(a). Through
analyzing the bit significance, we infer that the overall value
represented by multiple valid bits of figure (a) is very similar
to the single valid bit located in figure (b). This leads us to
design an algorithm locating the most significant “1” bit that
can be optimized, i.e., a “1” bit preceded by a “0.” We turn
the preceding “0” into a “1” bit and clear all succeeding bits.

Intuitively, the original weight is only transformed to the
new weight if their difference falls within an acceptable
range. Consequently, deciding which bit to compensate into a
“1” is essential to mantissa morphing. A precision algorithm
is introduced to establish the error range P to control the
difference between the morphing weight W ′ and the initial
weight W. Below is the precise formula for Precision

Precision =
( ∣∣∣∣

W ′
i − Wi

Wi

∣∣∣∣ =
∣∣∣∣

εi

Wi

∣∣∣∣ < P

)
? 1 : 0. (2)

The hyperparameter P plays a crucial role in the mantissa
morphing process as it determines the tradeoff between sparsity
and accuracy. For each optimizing “1” bit, the precision function
is called, and if the result is smaller than P, then mantissa
morphing is applied at that position, replacing the original
weight W with the morphed weight W ′. However, if the error is
greater than P, the compensation effect exceeds the appropriate
range, and the search for the next valid bit is necessary.
This approach avoids over and under-compensation, allowing
for flexibility in adjusting the tradeoff between accuracy and
compensation. If P is set to a large value, the morphing
conditions are looser, and the algorithm will delete more bit 1s,
increasing sparsity at the cost of model accuracy. Conversely,
a lower value of P will be more restrictive when selecting
morphing bits, preserving more information for accuracy.

At the offline level, Mortar processes the trained
fp32 weights using mantissa morphing, which establishes
a hardware-friendly approach to utilizing the abundant

Algorithm 1 Mantissa Morphing
Input: Original fp32 weight, Wi

Output: New weight after mantissa morphing, Wi
′,

1: Interpret the n-bit exponent E = [e1, . . . , en] and
mantissa

2: M = [m1, . . . mn], the actual position of E is
determined.

3: Set the value for parameter ‘P’ in Precision function
4: foreach column j in W:
5: if Wj = 1 and Wj−1 = 0:
6: W ′

j−1 = 1
7: foreach column k in W [j : c] :
8: W ′

k = 0
9: if (Precision

(
W, W ′, P

)
) # precision judge

10: Return W ′, j + 1
11: else W ′ = W;
12: continue

*Loop 7 can be parallelized for speedups

insignificant bits while preserving the original accuracy. The
detailed technique of Mortar’s offline algorithm is elaborated
below.

1) Preprocessing: Consider the example of the mantissa of
six fp32 weights in Fig. 5(a). We obtain a bit matrix displaying
the binary mantissa stored in memory. The example shows 23
bit-width mantissas with the leftmost bit having the largest
significance and the rightmost having the smallest significance
that corresponds to values 2−1 to 2−23. Each row represents
a particular weight and is marked with a different color.
According to IEEE 754, a hidden “1” is inserted into the
mantissa’s leftmost bit. The triangle mark represents the true
relevance of weight by the value of the exponent.

2) Mantissa Morphing: Fig. 5(b) describes the core opera-
tion for mantissa morphing, and the pseudocode is provided in
Algorithm 1. The initial weights are adjusted offline, and the
parameter P is the threshold for morphing. For each weight
Wi, the conditioned search begins from the most significant
bit and progresses to the least important bit, and Mortar finds
a j such that Wi,j is valued “1” (lines 4 and 5). Then, the
preceding Wi,j−1 bit is converted to “1” and all subsequent bits
to “0,” which we declare as the new weight Wi

′ (lines 6–8).
Finally, Wi, Wi

′, and P are input into the Precision function. In
Fig. 5(b), “0” bits with green backgrounds represent positions
satisfying the morphing requirements. Finally, the new Wi is
returned along with the morphing bit’s location. Contrarily,
0 bits in red are positions failing the precision function test
and where the weight is preserved until the next suitable bit
(lines 9–12).

3) Mortar Encoding: Fig. 5(c) shows the mortar encoding
process. Due to the mechanism of the mortar algorithm, we
can automatically spot the specific location j − 1 of the
last valid bit in each weight, followed by continuous “0”
bits. Since the first valid bit is always the hidden “1” of
each weight, the computing interval of each weight can be
readily obtained from these data. This interval determines
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(a) (b) (c)

Fig. 5. Offline procedure of Mortar. Bit matrix for preprocessing is shown in (a). (b) demonstrates the process of selecting the bits to apply mantissa
morphing with P = 0.1. And Mortar encoding, as shown in (c) to infer the data interval for each weight.

the specific computation range for the associating online
accelerator design, substantially reducing the computational
cycles and avoiding invalid operations to nontrivially improve
the computation’s efficiency.

B. Mortar-FP8

Mortar, as a technique, employs a morphing approach to
effectively reduce the bit width of the mantissa. Building upon
the established foundations of Mortar, our methodology further
explores techniques to decrease the mantissa bit width, thereby
transforming the process of bit width reduction from a morph
compensation mechanism into a unified optimization problem.
This advancement results in achieving shorter mantissa bit
widths.

Furthermore, based on previous analyses, we propose a
novel mechanism for reducing the exponent. Leveraging this
mechanism, the study presents a converting algorithm and a
detailed process for processing fp32 weights to E4M3 format,
which serves as a specific case of this method. This conversion
provides an efficient solution for accelerating DNN inference
while preserving high accuracy. The refined and extended
technique, aptly named Mortar-FP8, not only facilitates faster
computations but also possesses highly desirable hardware-
friendly characteristics.

1) Mantissa Processing: Manipulating the mantissa of a
weight within a specific range has minimal impact on the
actual value of the weight. It can consequently result in
insignificant changes to both the MAC results and neural
network performance. In the Mortar method, a suitable zero bit
in the mantissa is searched for from front to back in a single
weight, then converted to one and the subsequent bits truncated
to shorten the bit width of the mantissa. This technique helps
accelerate the calculation. However, if all weights are to be
converted to the unified fp8 format, the number of bits in the
mantissa must be fixed. Thus, the Mortar-FP8 method proposes
a novel approach to this problem.

To achieve shorter and a fixed bit width of the mantissa,
(3) is applied to the processing of the weight mantissa,
ultimately leading to improved hardware design performance

min
∣∣Mfpn

− Mfp32

∣∣. (3)

In (3), Mfp32
and Mfpn

, respectively, represent the mantissa
bit of original fp32 and processed fpn. The n represents the

Fig. 6. Illustration of mantissa processing of Mortar-FP8. The mantissa bit
width of converted floating-point format is l.

processed weight’s bit width. To clearly illustrate how to
minimize the difference between the Mfp32

and Mfpn
, Fig. 6 is

illustrated.
According to Fig. 6, (3) can be expressed as the sum of

�a and �b. The mantissa length of fpn’s is denoted by l.
The value of �b is obtained by taking the minus sum of the
original fp32 bit mantissa ranging from the (l+1)th to the 23rd
position. Conversely, the value of �a can be determined by
computing the difference between the first l original mantissa
bits of fp32 and the corresponding first l mantissa bits of fpn.
Equation (3) is rewritten as

min|�a + �b|. (4)

�b is 0 or a negative number. To minimize the difference
between fpn and fp32, the value of �a is set to either 0 or a
positive number. Furthermore, for a fixed length of mantissa,
the value of �a is always a multiple of 2−l. Therefore, the
value of �a can be expressed as x ∗ 2−l, where x is a non-
negative integer. The equation is written as

min
∣∣∣x ∗ 2−l + �b

∣∣∣. (5)

In the original fp32 weight, if all bits ranging from the
(l+1)th to the 23rd of the mantissa are zero, then the variable
�b is equal to zero. Conversely, if all these bits are one, the �b
becomes −(2−l − 2−24). Consequently, the magnitude of �b
lies in the range between −(2−l−2−24) and 0, which is always
less than 2−l. Therefore, the value of x can take only the 0
or 1.

When the solution of x in (5) is zero, it implies that (5) is
minimized when x equals zero rather than one. In this situation,
(5) represents the absolute value of �b is less than 2−(l+1)

|2−l + �b| > |�b|
2−l − |�b| > |�b|
�b < 2−(l+1).
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Based on the properties of binary bits, if the (l+1)th bit of
the mantissa in the original fp32 weight is equal to zero, then
the magnitude of |�b| is definitely less than 2−(l+1); otherwise,
if this bit is one, then the magnitude of |�b| is greater than
2−(l+1), and the solution for x will be one. As a result, the
value of x can be either zero or one, depending on whether
the (l + 1)th bit is 0 or 1, respectively. In the special case
where the solution for x is equal to one, which occurs when
the first l mantissa bits of the original number are all ones,
setting x to one would result in an overflow of fpn’s mantissa
representation. Therefore, in this scenario, the mantissa bits of
fpn would remain the same as the first l mantissa bits of fp32.
Therefore, the solution to (3) can be written as

⎧
⎨

⎩

Mfpn
= Mfp32

[0:l], Mfp32
i = 1 and i ⊂ (0, l + 1)

Mfpn
= Mfp32

[0:l], Mfp32
l = 0

Mfpn
= Mfp32

[0:l] + 1, Mfp32
l = 1.

(6)

Formula (6) determines how the mantissa of fpn is pro-
cessed, which considers both the length of the mantissa and
the first l + 1 bits of the mantissa in the original fp32
representation. If the initial l bits of the mantissa in the original
fp32 representation are all 1 s, then the mantissa of fpn will
also be all 1 s. On the other hand, if the first l bits are not all
ones, then the mantissa of fpn is processed based on the value
of the (l +1)th bit in the original fp32 formats. If the (l +1)th
bit is 1, the mantissa of fpn is derived by adding one to the
first l bits of the mantissa in the original fp32. However, if
the (l + 1)th bit is 0, the mantissa of fpn will be identical to
the first l bits of the mantissa in the original fp32.

2) Dynamic Bias Mechanism: Lower precision in the
floating-point format not only shortens the mantissa bits but
also leads to a shorter exponent representation. Limited bit
width in exponents results in decreased precision due to over-
flow or underflow errors. Conversely, too many exponent bits
lead to accurate representation at the expense of slow speed
in network computation and increased hardware overheads.
Therefore, it is crucial to determine the appropriate exponent
bit width for the data of the neural network.

The analysis in previous indicates that the distribution range
of neural network weight exponents is significant, while their
distribution gap within convolution kernels is relatively smaller
and consistent. By denoting the gap between the maximum and
minimum exponent as G, logG

2 bits are sufficient to accurately
represent each exponent within the given kernel. Therefore,
exponent bit width can be reduced while maintaining precise
representation, accelerating network operations without affect-
ing neural network’s performance.

However, the exponent distribution ranges of different
convolution kernels are varied, requiring a method that short-
ens bit width while representing various exponent ranges.
In floating-point representation, bias provides an additional
degree of freedom to address this issue. By subtracting a
fixed bias value from the exponent, the exponent representation
range can be shifted along with the offset. In the fp32
representation, 8-bit exponent representation ranges from 0 to
255, and by subtracting a fixed bias of 127, the range can
be shifted to −127 to 128. Unlike bias in fp32, our proposed
method does not use a fixed bias. Instead, we set different

Algorithm 2 FP8 Converting
Input: The n × n kernel original fp32 weights Wk

Output: New fp8 converted weight Wk
′, dynamic bias Bk

of Wk
′

1: Interpret the n2 sign bits Sk = [s1, . . . , sn2 ],
exponents bits Ek = [e1, . . . , en2 ] and mantissa bits
Mk = [

m1, . . . mn2

]
.

2: Bk = min(Ek)

3: for ei in Ek:
4: e′

i = ei − Bk

5: If e′
i > 15:

6: e′
i = 15 # The maximum mantissa under E4M3 is 15.

7: E′
k = [e1

′, . . . , en2
′]

8: for mj in Mk:
9: if mj[3] = 1

10: if mi[0] and mi[1] and mi[2]:
11: m′

j = mj[:3]
12: else:
13: m′

j = mj[:3] + 1
14: else:
15: m′

j = mj[:3]
16: M′

k = [m1
′, . . . , mn2

′]
17: Wk

′ = concat(Sk, E′
k, M′

k)

biases for different kernels, which is called the dynamic
bias mechanism. This approach achieves the consistent gap
distribution within kernels of different ranges using the same
lower bit-width.

Suppose the gap between weight exponent distributions
within a convolution kernel is G, and the corresponding
exponent value’s maximum width is W (W ≤ logG

2 ). The
range for W bit representation is 0 to 2W − 1, and the bias
for this kernel is the minimum of its exponent values. By
subtracting the bias from all exponents, the kernel’s exponent
representation range can be shifted to 0 to 2W − 1. If the bit
width W is less than logG

2 , any data beyond 2W − 1 will be
truncated to 2W − 1. In the actual calculation, the exponents
within the kernel are the bit values plus the corresponding
bias. Therefore, the exponent values for a given kernel can be
represented using only W bit with this approach.

3) fp8 Converting: We propose to apply the exponent and
mantissa compression described above to the fp8 format. The
first bit represents the sign in fp8 presentation. By setting the
exponent bit-width to 4 and the mantissa bit-width to 3, we
achieve the E4M3 fp8 format, which leverages the fact that
most of the gap distribution in kernels’ exponents is within
16, as shown in Fig. 3.

Algorithm 2 outlines the procedure for converting fp32
weights into the fp8 format. In line 2, we determine the bias
for a given n × n size convolution kernel Wk as the minimum
exponent of the n2 weights. Lines 3–7 describe how exponents
are processed when converting weights to fp8. The algorithm
subtracts the bias in line 2 from the original exponent to
obtain the converted fp8 exponent. If the converted exponent
is greater than 15 (the maximum exponent representation for
E4M3), it is set to 15.
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(a) (b)

Fig. 7. Example of converting a 3×3 kernel fp32 weights to fp8 formats. (a) Original kernel weights and its fp32 bits representation. (b) Converted E4M3
fp8 formats of the kernel weights.

Lines 8–16 describe how to shorten the 23-bit mantissa to 3
bits in the fp8 format. If the fourth bit of the original mantissa
is 1, and the first three bits are all 1 s, then the converted
fp8 mantissa should be set as all 1 s. For other cases where
the first three bits are not all 1 s, the converted fp8 mantissa
should be calculated by adding one to the first three bits of
the original mantissa. Otherwise, the converted fp8 mantissa
should be consistent with the first three bits of the original
mantissa. Additionally, we need to save the dynamic bias of
the corresponding kernel during the conversion process.

By following this approach, we can convert fp32 weights
to fp8 while optimizing the exponent and mantissa bit-widths.
This will effectively accelerate neural network computation
without compromising performance quality.

To intuitively illustrate our proposed method, an example
of processing a 3×3 kernel weight into fp8 formats is given
in Fig. 7. Fig. 7(a) displays the original weights and their
corresponding fp32 representation. The yellow-colored portion
represents the exponent part, while the green-colored segment
denotes the mantissa of each weight. The first three bits of
the mantissa that are equal to 1 are represented by a dark red
color, while the fourth bit that is equal to 1 is represented by
a bright red color.

For this kernel, the minimum value of the exponent is
–4. Thus, in Fig. 7(b), the dynamic bias is –4. To obtain
the converted fp8 exponent for each weight, we subtract the
dynamic bias from the original exponents. If the converted
exponent is greater than 15, it is set as 15 in line with the
maximum exponent representation for E4M3.

In the mantissa part, we observe that the first and ninth
weights have the first three bits equal to 1, indicated in dark
red. Consequently, the mantissa of the converted fp8 weight is
also all equal to 1. For weights where the fourth bit is equal
to 1 (e.g., the fifth and sixth weights), we add 1 to the first
three bits of the original bit when converting it to fp8. For
other weights, the tails are consistent with the first three bits
of the original weight.

Fig. 7 illustrates that the numerical difference between
the original kernel and converted kernel is minor, but the
representation for each weight has significantly decreased from
32 bits to 8 bits. This has clear benefits for both computing and
storing neural networks, making our proposed method highly
advantageous.

V. MORTAR ACCELERATOR

This section describes our accelerator design that supports
both fp32 and fp8 modes, based on our proposed methods. For
fp32 mode, the model weights must be processed online with
mantissa morphing. However, this requirement is unnecessary
for fp8 mode because Mortar-FP8 conversion is easy and
efficient to deploy on our accelerator. The user can configure
the accelerator to select between the two modes based on
different scenarios.

As shown in Section VI, 32-bit mode has slightly higher
accuracy with Mortar acceleration method, while Mortar-
FP8 processing requires lower computational and storage
requirements. Therefore, users can choose the fp32 mode
for tasks such as medical image diagnosis and autonomous
driving, where accuracy is critical. Alternatively, fp8 mode can
be selected for tasks such as some image processing to achieve
high-efficiency calculation with low storage demand.

A. Fp32 Mode for Offline Mortar

The fp32 mode in the accelerator is designed to speed up
fp-32 inference using the mantissa morphing algorithm. Fig. 8
shows the overall architecture of Mortar accelerator, while
Table V provides an area and energy breakdown.

In our accelerator, memory access is through DMA, and
data fetched from memory is stored in a local buffer. The
accelerator integrates a memory of 2 GB. To facilitate efficient
computation, registers are specifically allocated for storing
the weights and activations within the architecture. Likewise,
registers are also utilized for holding the intermediate values
generated during the preprocess stage and within the compute
unit (CU) component. The Mortar processing element (PE)
consists of an array of Mortar CUs, which receives input
activations A0 ∼ AN−1 and weights W0 ∼ WN−1. Within
each CU, a serial architecture is used to perform ib × ib
MAC operations per cycle, where i represents the ith input of
A and W.

Once the weights have been processed offline by the
Mortar accelerator, the preprocessing module separates the
weights into two parts: the 2–9 bits and the 10–32 bits.
These bits are then stored in registers. This separation enables
the division of each weight into its mantissa and exponent
components. Subsequently, these preprocessed weights are
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Fig. 8. Overview of Mortar accelerator architecture and the microarchitecture of mortar CU.

then fed into the CU. Simultaneously, the mantissa bits of
the activations, denoted as MA0∼N−1 are serially inputted into
the CU alongside the weight mantissa bits MW0∼N−1. Each
selector receiving the weight mantissa is governed by the
“mortar encoding” signal, which ensures that only the relevant
data interval for each weight is selected. Any data falling
outside this interval is automatically assigned a value of 0.
This mechanism aids in accurately choosing the appropriate
bits while discarding unnecessary information.

By utilizing a serial computation of MWi and MAi (i =
0, 1 . . . , N − 1), Mortar can output the multiplication value
using simple combinational logic in each cycle, reducing hard-
ware design overhead. The shifter then shifts the output value
of each cycle with the corresponding bit significance to ensure
the correctness of the result. For floating point numbers, the
shifting operation is performed by the exponent accumulation
in A, not introducing much overhead. The corresponding shift
for MACs is EW ′

i
+ EAi , representing the multiplication of

activation and weight bits in the cycle. Lastly, the adder tree
performs final partial-sum accumulation.

Overall, Mortar provides a high-performance hardware
accelerator for fp-32 inference, leveraging the benefits of the
mantissa morphing algorithm.

B. FP8 Mode for Online Mortar-FP8

Due to the simplicity and effectiveness of the
Mortar-FP8 methodology, the accelerator incorporates the
online components, denoted as “fp8 only” in Fig. 8, to convert
weights from fp32 to fp8, and perform computations with
these components.

The preprocessing unit responsible for handling 32-bit
weights in the Mortar-FP8 method consists of multiple mod-
ules aimed at performing mantissa reduction and dynamic
exponent adjustment online. In addition to just interpreting
fp32 weights to mantissa and exponent in Mortar, this unit
employs simple 2-way selectors to process the exponent
mantissa online, ultimately transforming them into the E4M3
format.

Regarding the exponent processing of the weight, the
accelerator utilizes a 2-way selector. It compares the result
obtained by subtracting the dynamic bias from the exponent
with 15 and outputs the converted fp8 exponent accordingly.

When it comes to the mantissa processing, the preprocessing
unit employs a series of 2-way selectors. If the fourth bit of
the original weight mantissa is not equal to 1, the first 2-way
selector generates the original first three bits of the mantissa.
However, if the fourth bit is 1, the next 2-way selector comes
into play. This selector compares the value obtained by adding
1 to the first three bits of the mantissa with 7 before outputting
the processed mantissa value. The selectors in the Mortar-
FP8 accelerator have a minimal impact on overhead, as they
are designed to be simple. This can be observed in Table VI,
which presents the overhead of the preprocessing unit of both
the Mortar and the Mortar-FP8 accelerators.

With the steps in the preprocessing unit, the Mortar accel-
erator performs online processing of 32-bit weights into 8-bit
weights, which are then sent to the CU component for
computation. When fed into the CU, the mantissa bits are
compressed into 3 bits, which is different from the 23 bits in
fp32 mode. The compressed bits are colored with dark pink
in Fig. 8. The encoder component, which is unnecessary in
the fp8 mode CU design, is depicted as “fp32 only.” Since all
weight exponents subtract the shared bias, the corresponding
shift for MACs in the part-sum calculation is EW ′

i
+EAi +bias.

Overall, the Mortar accelerator with fp8 mode employs the
simple components to swiftly convert fp32 weights to fp8
format online, resulting in accelerated neural network compu-
tation at a relatively low cost. The reduction in bit-width of the
weights significantly alleviates the memory requirements and
computational complexities, ultimately accelerating inference
in neural networks.

VI. EVALUATION AND DISCUSSION

A. Benchmark and Hardware Implementation

The deep learning models and the pretrained parameters on
ImageNet [26] dataset are directly obtained from PyTorch [27].
The benchmark models are shown in Table I to demonstrate
the ability of Mortar and Mortar-FP8 for general-purpose
DNN task acceleration. We choose the tasks from different
domains including Image Classification, Object Detection,
Video Understanding, Video and Image Super Resolution,
and style transfer. The benchmarks cover “large” models
with the parameter size, such as 88.79M (ResNext101 [28]),
86.61M (ViT [29]), as well as “small” models with the
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TABLE I
BENCHMARK DNNS AND THEIR ORIGINAL SPECS FOR EVALUATING MORTAR’S AND MORTAR-FP8’S PERFORMANCE

TABLE II
ACCURACY OF MORTAR UNDER P = 0.1

parameter size of 2.58M (D3DNet [30]). To further demon-
strate the generalization capability of Mortar and Mortar-FP8,
Yolov3 [31] is trained on the COCO [32] dataset. Our exper-
iments extensively evaluate Mortar’s and Mortar-FP8’s effect
on model accuracy and bit width decrease, and we compare the
performance with SOTA hardware pruning accelerator BitX.

At the RTL, we utilize Vivado HLS (v2018.2) for post-
synthesis simulation on Xilinx Virtex-7 FPGA. Our design
consists of 16 CUs within PEs, operating at a clock frequency
of 200 MHz. To evaluate the runtime memory access data
and estimate the energy consumption associated with memory
accesses, we record the data and utilize the DRAMsys
tool [33]. To measure power and area during RTL synthesis,
we employ Synopsys Design Compiler (v2016). The design
is synthesized using the TSMC 28nm technology library, with
the frequency set at 1 GHz.

B. Accuracy

Mortar (fp32): To validate the effectiveness of the Mortar
method, many experiments are conducted on a large number
of neural network models. As discussed in the methodology
section, the parameter P plays a crucial role in striking a
balance between the precision of the neural network model
and the acceleration achieved through Mortar. By increas-
ing P, more sparsity is introduced, which in turn leads
to faster inference speed. To determine the optimal value
for P that maximizes network performance, we conducted
thorough space exploration. Although only some of the
results are presented in Fig. 9 due to space limitations,
more comprehensive findings can be found in the conference
version, further demonstrating the rationale behind our choice
of P.

From Fig. 9, it can be observed that, for the majority of
models, maintaining a range of 0.0001 < P < 0.05 yields
near-identical performance. However, as P exceeds 0.1, a
notable decline in accuracy is observed. Moreover, when P

TABLE III
ACCURACY OF MORTA-FP8

surpasses 0.5, there is a significant decrease in accuracy.
To strike a balance between acceleration effects and neural
network performance, we set the value of P to 0.1 without
compromising the overall performance of the neural network
model.

Table II presents the accuracy of various models with P set
to 0.1. It is evident from the table that the majority of models
maintain the same level of accuracy as the original model, with
only minor accuracy degradation in some instances. Notably,
DenseNet161 and ResNext101_32x8d demonstrate improved
accuracy when the Mortar method is applied. This surprising
result suggests that Mortar not only preserves the performance
of neural networks but can even enhance accuracy in certain
cases.

Mortar-FP8: Massive experiments are also conducted to
evaluate the effectiveness of Mortar-FP8 and investigate the
contributions of each component of the proposed method.
Specifically, we analyzed the impact of separately processing
only the mantissa to 3 bits and converting the entire weights
to fp8. The comprehensive results are reported in Table III. As
highlighted in Section III, the weights’ exponent gap surpasses
the range of 4 bits. Hence, we refrain from processing the
weights of the fully connected layer of the image recognition
models to fp8.

Based on an analysis of the results presented in Table III, it
is evident that reducing the mantissa to 3 bits for all models
leads to an average decrease in accuracy of less than 0.4%.
In comparison with Mortar, when employing the Mortar-FP8
approach, which further reduces the mantissa bits, a slightly
higher reduction in accuracy is observed cause more bits are
eliminated. Nevertheless, this reduction in accuracy is minimal
considering the significant reduction in bit width from 23 to
3 bits.

Furthermore, when converting all weights to fp8 using
the proposed method, there is no significant reduction in
network performance. Similarly, the increased accuracy is also
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(a) (b)

(c) (d)

Fig. 9. Design space exploration of key design parameter P on various models and P = 0.1 is the turning point for most models. (a) Design space exploration
of P in ResNet18. (b) Design space exploration of P in D3DNet. (c) Design space exploration of P in YoLoV3. (d) Design space exploration of P in FCOS.

TABLE IV
ACCURACY/SPARSITY COMPARISON BETWEEN MORTAR AND BITX

seen in YoLov3. The improved accuracy observed in these
cases can be primarily attributed to the benefits offered by
the low-precision representation formats employed in both
Mortar-FP8 and Mortar. Specifically, the decreased mantissa
bit length and the utilization of a reduced precision format
(FP8) for representing weights may introduce some level of
noise. In certain cases, this noise can act as a regularizer to
prevent overfitting. Consequently, the models exhibit improved
accuracy compared to the baselines.

Taken together, these experimental findings provide clear
evidence that the dynamic bias mechanism employed in the
method is both effective and accurate in handling floating-
point values with the exponent processed to 4 bits. And the
Mortar-FP8 acceleration method demonstrates effectiveness.
The results highlight its potential to be widely applied in
various real-world applications where the reduction in bit
width has minimal impact on network performance.

Comparison With Relevant SOTA Design: As a method that
reduces the bit width of the mantissa based on mantissa spar-
sity, we present the effectiveness of Mortar by analyzing the
bit-level sparsity of the neural network model after applying
the Mortar method. Additionally, we compared Mortar with
BitX [14], a novel DNN accelerator using hardware pruning
to increase bit-level sparsity for inference acceleration.

Table IV shows the accuracy and sparsity changes for
different types of datasets that apply mantissa morphing using
the threshold P = 0.1. The results show that in general cases,
the sparsity improvement of a model can reach 2× with
negligible accuracy degradation.

We selected several models, including DenseNet161 [34],
ResNext101, and ResNet18 [35], for the image classification
task. Table IV shows that Mortar maintains improved sparsity
while achieving better accuracy in all three models. When

(a)

(b)

Fig. 10. Mantissa bit width of (a) ResNext101_32x8d and (b) DenseNet161.

comparing the other data reported in BitX, Mortar outperforms
BitX in accuracy while maintaining a slightly improved spar-
sity at similar levels of sparsity improvement. The difference
in model accuracy is remarkably significant, with a nontrivial
5% improvement for ResNext101 and ResNet18.

Although BitX effectively improves the sparsity of model
weights, it fails to consider the difference of each weight
in the model. Its fixed-position pruning leads to over/under-
pruning. However, Mortar accounts for the different sparsity
proportions of each weight in mantissa morphing. It com-
presses the weights based on bit significance and uses
bitwise compensation to achieve fine-grained compression
that preserves high accuracy. Therefore, Mortar addresses
sparsification more precisely by utilizing bit-level sparsity
and significantly extending the cost-benefit tradeoff between
accuracy and compression. By utilizing these techniques,
Mortar achieves superior performance compared to BitX,
highlighting its potential as an effective and efficient solution
for compression in neural networks.
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(a) (b)

Fig. 11. Visual demonstrations of (a) 4× super resolution inference via Mortar and Mortar-FP8 and (b) cartoon style transfer via Mortar and Mortar-FP8.
The results are extremely identical to the style transfer for the original image. The visual demonstrations support the effectiveness of Mortar and Mortar-FP8
as powerful solutions for fast and efficient inference with preserved quality.

C. Mortar-FP8 Specifics

Regarding Mortar-FP8 specifically, the mantissa processing
proposed in Section IV reduces the bit width of the mantissa
to a maximum of 3 bits, which provides a more obvious
indication of the actual computation cycle compared to bit
sparsity. Fig. 10 illustrates the layer-wise bit-width of the
mantissa for DenseNet161 and ResNext101 applied with
Mortar-FP8. The bit-width of a weight is represented by the
position of last bit one in the mantissa. Notably, Mortar-FP8
achieved an outstanding reduction in the average layer bit-
width of the mantissa, from 23 bits to approximately 2.25
bits. The largest bit width in ResNext101 is just about 2.3.
Furthermore, this reduction does not result in a significant
decrease in accuracy of DenseNet161 and ResNext101, with
only a negligible decrease observed.

This figure indicates the effectiveness of our proposed
approach in shortening the bit-width of floating-point numbers.
The lower bit-width implies fewer computations, leading to
faster neural network performance. Mortar-FP8 significantly
reduces the bit-width of floating-point numbers without affect-
ing the performance of neural networks. This demonstrates the
effectiveness of Mortar-fp8 as a powerful solution for reducing
computation costs while preserving high-level model accuracy.

D. Visual Comparison

To qualitatively analyze Mortar and Mortar-FP8, we apply
our approaches on multiple image processing tasks to visually
display their effect on image outputs. In Fig. 11, we apply
Mortar and Mortar-FP8 on both 4× Super Resolution with
LapSRN [36] and CartoonGAN [37], showing results for both
original and enhanced models.

The results show that Mortar’s and Mortar-FP8’s effect
on the original model is both quantitatively minimal and
qualitatively imperceptible to the end user. Mortar maintained
a high-level quality of its outputs, indicating its effectiveness
in reducing bit-width while maintaining high accuracy and
quality.

E. Accelerator Performance

To evaluate the performance of Mortar and Mortar-
FP8 hardware accelerator against other accelerators, we
conducted a concrete analysis in Fig. 12. Specifically, we
selected Pragmatic [15] and Stripes [38] as representa-
tives for bit-serial accelerators, along with ResNet50 and
SqueezeNet1_1 [39] as inference models for the comparison.

(a) (b)

Fig. 12. Speedup comparison of Mortar and Mortar-FP8 with other SOTA
accelerators in (a) for ResNet50 and (b) for SqueezeNet1_1.

While Stripes implements MAC computation using bit-
level arithmetic, it does not consider bit sparsity. Pragmatic
builds on stripes by dynamically skipping zero bits, thereby
exploiting bit sparsity. However, they are not designed to fully
exploit bit sparsity or to shorten the bit-width of floating point.
In contrast, Mortar and Mortar-FP8 focus on these issues to
achieve superior performance.

Through our proposed methods and accelerator, we address
these challenges by mitigating mantissa sparsity and short-
ening the bit-width of floating-point numbers. Overall, our
experimental results demonstrate that Mortar and Mortar-FP8
outperform the other architectures, highlighting their potential
as powerful solutions for efficient inference in neural networks.

Speedup: Fig. 12 demonstrates the speedup achieved by
Mortar and Mortar-FP8 over Pragmatic (the normalized
baseline) and Stripes.

Mortar achieves a speedup of 4.467× over Pragmatic for
ResNet50, while Mortar-FP8 achieves a speedup of 6.99×. For
SqueezeNet1_1, Mortar achieves a speedup of 6.302× over
Pragmatic, while Mortar-FP8 achieves a speedup of 6.5×. Our
methods also outperform BitX in terms of inference speedup.
As the experiment does not consider the factor of bandwidth
reduction, the acceleration effect of our approach would be
even better in reality.

This superior performance can be attributed to the
effective utilization of bit sparsity in the mantissa by
the proposed accelerator. Specifically, Mortar’s encoding
mechanism reduces cycles that do not significantly contribute
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(a)

(b)

Fig. 13. (a) Full-system energy breakdown and (b) PE-only energy
breakdown.

TABLE V
PE AREA AND POWER BREAKDOWN @TSMC 28NM

to model performance by focusing solely on the encoded
intervals, while the bit width of the exponent in Mortar-
FP8 is drastically reduced. These approaches result in a
significant reduction of computation complexity, leading to
faster inference times. Moreover, since the bandwidth required
for data transfer and storage is significantly reduced when
weights are morphed from fp32 to fp8 format, the actual
acceleration should be even greater.

Energy Breakdown: Our Xilinx V7 FPGA platform involves
the DDR3 memory. We use DRAMsys to estimate the
runtime memory access energy. As shown in Fig. 13, the
energy breakdown can be analyzed from two aspects. First,
Fig. 13(a) shows the full-system energy breakdown, revealing
that memory accesses dominate the energy consumption. For
example, the memory access energy of Mortar-FP8 makes up
92.95%, while the PE energy only occupies about 2%. Second,
in Fig. 13(b), we decompose the PE-only energy. In Mortar,
CU energy dominates at 78.32%, as we have 16 CUs with
a large number of buffers to store the bit-pruned weights.
However, for Mortar-FP8, the preprocess dominates because
the conversion from fp32 to fp8 occurs online during the
process.

Area and Power Breakdown: Under TSMC’s 28 nm tech-
nology node, the area of Mortar and Mortar-FP8 is 0.031
mm2 and 0.0505 mm2 respectively. According to Table V
the preprocess phase accounts for the majority of the area,

TABLE VI
COMPARISON WITH OTHER FLOATING-POINT ACCELERATORS

representing 54.84% of Mortar and a staggering 77.23% of
Mortar-FP8. As the weight processing phase in Mortar is
performed offline, it consumes less area and power compared
to Mortar-FP8. It is worth noting that the CU used in the
design of Mortar-FP8 has been significantly reduced due
to the decreased bit length of the weights (8 bit) when
compared to Mortar (32 bit). This reduction in CU size
has contributed to an impressive decrease in overall power
consumption, resulting in a mere 25.16 mW. Additionally,
we have considered other floating-point accelerators for com-
parison under TSMC’s 28 nm technology node in Table VI,
such as BitX [14], ReDCIM [40], and VLSI’21 [41]. BitX
proposed a hardware pruning accelerator specifically targeting
fp32, while ReDCIM and VLSI’21 support FP32, FP16, and
BF16 formats separately. The proposed Mortar-FP8 supports
shorter floating-point formats and achieves smaller power
consumption.

VII. CONCLUSION

This article introduces novel offline/online collaborative
approaches for accelerating general-purpose deep learning—
software optimization called mantissa morphing and an
fp8 conversion algorithm, along with hardware accelerator
design. Our approach, Mortar, employs bit compensation
when optimizing bit-level operations, significantly increasing
the mantissa’s sparsity to accelerate deep learning mod-
els based on fp32. Mortar-FP8 successfully converts fp32
weights to fp8 representation, reducing computation and
memory requirements while maintaining high inference accu-
racy. Furthermore, our methods exhibit robust generalization
capabilities across different model tasks and datasets, outper-
forming existing hardware accelerators. We hope this work
will inspire future accelerator designs to become more efficient
and versatile.
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